
Draft version 1.1

ATLAS NOTE

March 29, 2010

Using bin-by-bin corrections for track-based underlying event1

measurements in pp collisions at 900 GeV2

A. Buckleya, S. Chekanovb, G.A. Harec, D. Kard, A. Moraese, J. Nielsenc, J Proudfootb,3

R Yoshidab, S. Wahrmundd4

aUniversity of Edinburgh5

bHEP Division, Argonne National Laboratory, 9700 S.Cass, Argonne,IL 60439,USA6

cSanta Cruz Institute for Particle Physics7

dTU Dresden - Institute of Nuclear and Particle Physics8

eUniversity of Glasgow9

Abstract10

Measurements of charged particle densities using minimum-bias events from proton-11

proton collisions at a center of mass energy of 900 GeV are presented. The densities and12

the average transverse momenta of charged particles are shown as a function of the trans-13

verse momenta of a leading inpT charged particle, concentrating on phase-space regions14

which are most sensitive to the underlying event. The data are unfolded using a bin-by-bin15

correction procedure and compared to several Monte Carlo (MC) predictions with different16

treatments of the underlying event.17
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1 Introduction18

Measurements which have sensitivity to the soft underlying events are important for early physics in19

ATLAS as they allow us to understand data in terms of the Monte Carlo models to be used to extract20

potential new physics. The ATLAS collaboration has already published anarticle on charged multiplici-21

ties [1], concentrating on global event characteristics. We extend this measurement by studying charged22

particle densities in regions which are most sensitive to the physics of the underlying event. The mea-23

surement is performed in three regions of phase space, as shown in Fig.1, where the ”transverse” region24

is the region which is the most affected by the soft QCD processes responsible for the underlying events.25

Unlike the measurements presented in [1], the current measurement is doneusing a bin-by-bin correction26

as discussed below.27
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Figure 1: A schematic representation of the phase-space regions used for the studies presented in this
note.

2 Data selection and MC samples28

The 900 GeV data used in this analysis were collected during 2009 and the events to be analysed were29

selected using an identical procedure as described in [1]. As in [1], only primary tracks are selected with30

pT > 500 GeV and|η | < 2.51. The datasets used were those obtained from the first reprocessing.31

The analysis was done using ESD/AOD files, converting them into the NtupleMaker [2] format to32

reduce the size and the increase the data reading rate. The NtupleMaker keeps information on tracks and33

truth particles in the form of a TLorentzVector-derived class (unlike D3PD which are based on vectors of34

numbers). After setting loose cuts on tracks and truth particles (pT > 0.45 GeV), the size of the output35

files was reduced by a factor 8 compared to the standard D3PD and a single-pass over the data was36

reduced by a factor five. As a cross check, a similar analysis was performed by rerunning over D3PDs37

and converting its record into the NtupleMaker tree.38

For the MC samples, the following sets are used:39

1The ATLAS reference system is a cartesian right-handed coordinate system, with the nominal collision point at the origin.
The anti-clockwise beam direction defines the positivez-axis, while the positivex-axis is defined as pointing from the collision
point to the centre of the LHC ring and the positivey-axis points upwards. The azimuthal angleφ (radians) is measured
around the beam axis, and the polar angleθ is the angle measured with respect to thez-axis. The pseudorapidity is defined as
η = − ln tanθ/2. pT > is the track momentum transverse to the beam direction.
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Figure 2: Several distributions which illustrate the track selection: the numberof degrees of freedom on
the track (Ndf), the track fit chisquared (χ2), the track perigee to the event vertex (d0), the scaled track
distance of closest approach inz along the beam line (z0sin(θ)), the number of hits on the track in each
tracking detector (PixelHits, TRThits, BLayerHits, SCThits). The vertical lines show the cuts applied on
the distance of the closest approach to select primary tracks.

The main analysis is done with the first MC set, while the other two tunes are usedfor systematics51

studies as discussed below. We do not use the PHOJET MC model [3] for the reasons to be described in52

Sect. 6.53

To provide high statistics Monte Carlo samples for comparison with the unfoldeddata and in order to54
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study other MC tunes, the NtupleMakerTruth [4] was used to generate ROOT tree with TLorentzVector55

records. The official Monte Carlo production option files were used. The truth level to be shown on all56

figures was generated with the statistics a factor 5-10 larger than that usedfor data unfolding.57

Figure 2 shows several track-quality in data distributions for the selected sample. Figure 3 shows58

shape comparisons for a few basic distributions between data and PYTHIAafter the selection cuts. The59

standard ATLAS MC09 tune was used. There is a good agreement between data and Monte Carlo pre-60

dictions for the shapes. Some small discrepancies are seen for small multiplicities. These are attributed61

to a contribution from diffractive events (will be discussed below).62
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Figure 3: A shape comparison between data and PYTHIA after the detectorsimulation. All distributions
are normalized to 1. A small discrepancy between data and MC in the region withsmall number of tracks
is attributed to the presence of diffractive events (not included to the MC simulation).

One of the main motivations for this analysis is to reconstruct particle densities,rather than doing a63

shape-comparison analysis. A density is defined by dividing the number ofentries in a given bin by the64

total number of events and by the bin size, where the total number of events iscalculated as the number65

of events which have a leading tracks withpT > 1 GeV. Figure 4 shows the shape distributions in Fig. 366

transformed into particle densities as defined above. Good agreement between data and Monte Carlo is67

still evident.68
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Figure 4: A comparison between data and Monte Carlo for track densities asdescribed in the text.
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3 Uncorrected distributions69

In this section we will consider the observables we wish to study, but reconstructed at the detector level70

without unfolding to the truth level.71

Figure 5 shows the density of tracks as a function of the azimuthal angle between the leading track
and any other track in an event with thepT > 0.5 GeV. The comparison to Monte Carlo predictions was
performed with the PYTHIA model after full detector simulation. The PYTHIA model was tuned using
the standard MC09 ATLAS tune and the Perugia0 tune. The density per unitpseudorapidity is defined as

N
(ηmax −ηmin)

1
Nevδφ

,

whereN is the number of entries in theδφ bin of the size 0.16 rad andηmax −ηmin = 5 represents the72

full pseudorapidity range andNev is the number of events triggered by a track withpT above some value.73

Although the general shape of the particle density distribution given by the Monte Carlo models74

agrees with the experimental data, we note that the data contain a higher trackdensity at large angle to75

the lead track.76

Figure 6 shows the number of tracks in an event in a givenpT (lead.) bin per unit range inφ andη .
This normalized density distribution is calculated as:

N
(ηmax −ηmin)

1
Nev∆φ

,

whereN is the number of entries in bins ofpT (lead.), Nev is the number of events, and∆φ is the range77

in φ . In the case of the toward, away and transverse regions,∆φ = 0.33 rad.278
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Figure 5: Track densities a function of the distance in the azimuthal angle between the leading track and
any other track in an event. The density forpT (lead.) > 3 GeV was shifted by 0.1 for a better separation
from the other distributions.

2It should be mentioned that the above distribution is a normalized frequency distribution expressed in terms of thepT (lead.)
variable as no division by the bin size is assumed.
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Figure 6: The average number of tracks per event per unit interval inη ,φ as a function ofpT (lead.) for
the different regions defined in Fig. 1.

Figure 7 shows the average track transverse momentum in an event as a function of pT (lead.). Both79

Fig. 6 and 7 show similar features; the Monte Carlo prediction lies systematically below the data as80

pT (lead.) is increased. This is particularly true in the transverse region and reflectsthe corresponding81

difference in particle density between Monte Carlo and data seen in this region (Fig. 5).82

4 Diffraction83

To understand the contribution from diffractive events, we have used the PYTHIA MC09 models with84

single (SD) and double diffraction (DD) as described in Sect. 2. The minimum-bias events were mixed85

with the single and double diffractive events in accordance with the corresponding cross sections defined86

by PYTHIA.87

To illustrate the contribution from diffractive events, Fig. 8 shows the visiblecross section differential88

in pT at the detector-level as a function ofpT (lead.) from 0.5 to 2 GeV. The shaded histograms show89

the single and double diffractive contribution to the visible cross section in PYTHIA. The diffractive90

contribution is at the level of 13% (SD) and 2% (DD) forpT (lead.) > 0.5 GeV. It decreases to 3% and91

1%, respectively, forpT (lead.) > 1 GeV. The diffractive contribution is negligible forpT (lead.) > 292

GeV (below 1%). With this observation in mind, the analysis was done forpT (lead.) > 1 GeV where93

the diffractive contribution is smaller than the overall systematic uncertainty (tobe discussed in Sect. 6).94
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Figure 7: The average track transverse momentum per event calculated using tracks withpT > 0.5 GeV
as a function ofpT (lead.) for the different regions defined in Fig. 1.

5 Data unfolding using bin-by-bin corrections95

Due to the complexity of the measured variables, a bin-by-bin correction procedure is used. The correc-
tion factors

C =
A

gen

A det ,

are evaluated separately for each observableA . In the above expression,A gen is calculated at the96

generator-level of PYTHIA MC09 andA det is that at the detector-level of this model after the event and97

the track selection. The corrected value for an observable is found by multiplying its measured value by98

the relevant correction factor.99

The correction factors unfold the data to the hadron level and include a correction for event selection,100

efficiency corrections, purity corrections, bin-by-bin migrations, smearing of the distributions when the101

leading particle is misidentified (typically, this leads a smearing of particle densitiesfor theδφ variable).102

In case ifA is a simple particle-counting observable, the bin-by-bin correction can be represented
as a ratio of the purity to the reconstruction efficiency:

C = ρ/e,

whereρ is a purity calculated as the ratio:

ρ =
N(reco & gen)

N(reco)
,

whereN(reco & gen) is the number of reconstructed tracks which originate from truth particles gener-
ated in same bin.N(reco) is the number of events with reconstructed tracks counted in the same bin,
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Figure 8: The visible differential cross section for tracks calculated using the PYTHIA model. The
largest shaded area (in red) shows the contribution from single diffraction, while the green histogram
(smallest contribution) shows the contribution from double diffractive.
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irrespective of their origin. The efficiency is defined as usual:

e =
N(reco & gen)

N(gen)
,

whereN(gen) is the number of generated truth particles in the same bin whereN(reco & gen) is re-103

constructed. While the efficiency is directly calculable and includes an event-selection and standard104

track-reconstruction efficiency. Both efficiency and purity have beenestimated in [5]), the purity mainly105

reflects smearing effects due to miss-measurements of the leading tracks used to for the density calcula-106

tions which are difficult to take into account. Thus the advantage of using thebin-by-bin correction is107

that it unfolds data in one step.3
108

Figure 9 shows theδφ density for charged particles at the truth level and at the detector level (tracks).109

The ratio of those (i.e. the bin-by-bin correction factors) are shown in thebottom figures. The correction110

factors are close to 1.2 for all observables and vary smoothly for any givenA . The source of the deep at111

δφ = 0 is not yet fully understood.112

Similarly, Figs. 10, 11 and 12 show the densities at the truth level (stable charged particles) and113

the detector level (for tracks). The corresponding bin-by-bin correction factors are also shown. The114

correction factors are close or below 20% for all distributions, they are smooth and vary only slowly with115

pT (lead.)116

6 Systematic uncertainties117

The systematic uncertainties on the measured densities were determined by changing the selection cuts118

or the analysis procedure and repeating the analysis. The following systematic studies have been carried119

out, with a typical resulting uncertainty for the given in parentheses:120

• A total uncertainty on track reconstruction efficiency was assumed to be 3%[5]. This uncertainty121

was included by scaling the bin-by-bin correction factors assuming that thepurity factor is inde-122

pendent of the efficiency.123

This uncertainty is significantly larger than the event selection uncertainty due to the trigger selec-124

tion of the minimum bias events and the vertex position [5].125

• Since no correction on the diffractive contribution was applied, the measurement was performed126

in the regions of thepT (lead.) where the diffractive contribution is small (see Sect. 4).127

It was checked how the rejection of low-multiplicity events, which are mostly influenced by the128

diffractive contribution, affects the final measurements. For this, all events with the number of129

primary tracks below 3 were removed. (< 1%.)130

• the minimum transverse momentum for tracks was varied by 1% in the data to take intoaccount a131

difference between data and Monte Carlo in resolution. (±1%.)132

• track selection was tightened for data and Monte Carlo by reducing thed0 andz0sin(θ) cuts to133

1 mm, and by tightening the cuts on the SCT hits. (< 2%.)134

• The bin-by-bin corrections were estimated using a MC with an extra 10% material in front of the135

tracking system. The extra material decreases the efficiencies and thus increases the bin-by-bin136

correction factor.(+2.5%).137

3It should be pointed out that the truth level used for the bin-by-bin correction does not contain diffractive events. This
means that the bin-by-bin correction factor corrects the data for the presence of diffraction at the reconstructed level.
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Figure 9: Densities for the truth level (charged stable particles) and the detector levels (tracks) as a
function ofδφ . The bin-by-bin correction factors are shown at the bottom.
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Figure 10: Densities for the truth level (charged stable particles) and the detector levels (tracks) as a
function of pT (lead.). The bin-by-bin correction factors are shown on the left side.
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Figure 11: The average transverse momenta for the truth level (chargedparticles) and the detector levels
(tracks)as a function ofpT (lead.). The bin-by-bin correction factors are shown on the left side.
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Figure 12: The average transverse momenta for the truth level and the detector levels (tracks) as a
function of multiplicities. The correction factors are shown on the left side.



March 29, 2010 – 19 : 59 DRAFT 14

• Several Monte Carlo models with different alignments were used(< 0.5%).138

This uncertainty and the uncertainty due to the 10% extra material discussed above are already139

included in the 3% uncertainty on the tracking efficiency which was used to scale the bin-by-bin140

correction factor (see the first bullet). This will result in a conservativeestimate of the measurement141

uncertainty due to a double counting of uncertainties. However, this was necessary in order to142

verify the effect on the purity due to misidentification of the leading track.143

• A model dependence on the bin-by-bin corrections was estimated using alternative PYTHIA tunes144

(Perugia0 and DW). (< 1%.)145

We did not include a possible systematic uncertainty from the PHOJET Monte Carlo model [3] since146

it significantly fails to describe the data at largepT (lead.) [5]. For the bin-by-bin corrections, an ade-147

quate description of detector-level distributions is required, thus the generator-level of PHOJET should148

be re-weighted before the extraction of the correction. The PHOJET MC has exactly the same fragmen-149

tation as for PYTHIA, thus we do not expect this model to be useful for estimation of the systematical150

uncertainties related different modeling of the fragmentation stage. The HERWIG Monte Carlo model151

[6, 7] is presently unavailable.152

The overall systematic uncertainty was determined by adding the above uncertainties in quadrature.153

7 Results154

Figure 13 shows the density distribution of the charged particles correctedto the hadron level as a func-155

tion of the distance in the azimuthal angle between the leading charged particle and other charged parti-156

cles in an event. The distribution was unfolded using the bin-by-bin correction as shown in Fig. 9. The157

systematic uncertainties are almost 100% correlated. They are shown by theyellow band which also158

includes the statistical errors added in quadrature. The data are compared to the PYTHIA truth with159

the MC09c, Perugia0 and DW tunes. Although the general shapes of the Monte Carlo distributions are160

similar to that of the data, none of the three Monte Carlo tunes match the data precisely.161

Figures 14 and 15 show the charged particle density and the average momenta of charged particles162

corrected to the hadron level as a function ofpT (lead.). Figures 16 and 17 show the average momenta163

as a function of charged multiplicity, and the sum of thepT . While there are small differences in most of164

the density and momentum distributions, it is important to note that this is not the casefor the sumpT .165

In this case the distribution is well described by all Monte Carlo predictions. Although this implies that166

the distribution is of little use in Monte Carlo tuning, it does imply that there is little model dependence167

in modeling the underlying event as is necessary for example in the determination of the jet energy scale.168

8 Summary169

In this note, density and the average transverse spectra are studied andcompared with the PYTHIA pre-170

dictions with different tunes. All predictions fail to describe well the densitydistribution as a function171

of the azimuthal angle between the leading charged particle and any other particle in an event. In partic-172

ular, the Monte Carlo predictions underestimate the hadronic final state activity in the transverse region173

and whose disagreement increases with thepT of the lead particle. Similarly, the lack of activity of the174

hadronic final state in the transverse region is seen in the density distributionand the average transverse175

momenta as a function of thepT (lead.). We note however, that all tunes describe well the sumpT in176

the events, which indicates that there is little model dependence in the estimate of the global underlying177

event energy as is needed for the determination of the jet energy scale.178
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Figure 13: The density of charged particles as a function of the distance between the leading particle and
other particles in an event. The yellow band shows the statistical and systematical uncertainties added in
quadrature. The density forpT (lead.) > 3 GeV is shifted by 0.1.
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Figure 14: The average number of tracks per event in one unit intervalin η andφ as a function of the
pT (lead.) for different regions of the phase space indicated in Fig. 1
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Figure 15: The average transverse momenta of charged particles as a function of thepT (lead.) for
different regions of the phase space indicated in Fig. 1.
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Figure 16: The average transverse momenta of charged particles as a function of charged-particle multi-
plicity for different regions of the phase space indicated in Fig. 1.
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Figure 17: The sum of the transverse momenta of all charged particles as afunction of charged-particle
multiplicity for different regions of the phase space indicated in Fig. 1.
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